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Abstract. This paper first summarized some lessons from participating
in RoboCup 2019 Teen-Size League. After that, some challenges and
solutions were introduced when preparing for the Adult-Size League in
RoboCup 2020.

1 Lessons from the Teen-Size League in Robocup 2019

In RoboCup 2019, We, the ZJLabers, took the 2nd place in Teen-Size League,
and some lessons could be listed as follows. The robots walking was not stable
enough. The goal was not well recognized. The filtering of the IMUs data could
not meet with the need for yaw orientations when using the integrated gyro
measurements. The robot spent too much time when deciding to kick.

2 Challenges in Adult-Size League in Robocup 2020

In RoboCup 2020, there are only two kinds of sizes in the Humanoid League,
and we would like to take part in the Adult-Size League. We would like to build
two types of robots for the Adult-Size League, which could walk dynamically
and get to a very accurate position. Some challenges arise when preparing for
the upcoming competition.

3 Major changes

To overcome the challenges, we have come up with some solutions listed as
follows.

- Mechanic and Electric: We have built a new robot named ZBigger, whose
details could be found in the Specifications. The ZBigger was learned from
NimbRo’s trunk, leg and gear structures[1]. Apart from that, a new robot
would be built with torque motors driving the legs so that the robot could
adapt to a more dynamic walking algorithm.



- Vision: More pictures of the goal would be used to train the new Yolo-like
deep learning model to make the vision algorithm robust enough for outdoor
scenes where lighting condition varies[2]. Besides, a preprocessing module
would be added on the top of the algorithm, which could adjust the filter
thresholds based on the ambient brightness.

- Localization: A new kind of IMU, the XSENS MTI 300, would be used in the
robot for reducing the deviations of the yaw orientations with respect to time.
An odometer algorithm would be adopted to get the robots current location,
which could predict the robots displacement between two consecutive frames
through the VINS method with the stereo camera and the IMU[3].

- Walking: The IMUs data would be used as feedback for real-time walking gait
planning and control. Additionally, we would explore the gesture estima-
tion and the gait planning based on the capture point following [4] and [5],
and a simulation platform would be established for testing the new walking
algorithm.

- Behavior: New strategies for improving the reaction ability would be put for-
ward using the simulation platform of behaviors.

4 Current progressn

We have made some progress by the time of submitting this paper. A robot with
parallel structures has been built, and the new IMU has been used in the robot.
The deviation could be observed reduced by an order of magnitude as depicted
in Fig.1 (a). Apart from that, we have successfully run the VINS method, which
could be observed in an accurate positioning as depicted in Fig.1 (b).

(a) New IMU (b) VINS

Fig. 1. Localization Improvement
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